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Abstract 

The development of artificial intelligence (AI) technology offers significant potential for progress 

in various sectors, including the economy, health, and security. However, the development of AI 

also raises complex legal and ethical challenges, such as issues of personal data protection, legal 

liability, algorithmic discrimination, and its impact on employment. This study aims to examine 

these challenges in the Indonesian context, focusing on the analysis of existing regulations and eth-

ical issues arising from the application of AI. The normative legal research method is used to eval-

uate the conformity of AI regulations in Indonesia with international standards and identify existing 

legal gaps. In addition, an ethical approach is applied to analyze the social and moral impacts of the 

use of AI. The results of this study indicate that Indonesia needs to develop a more comprehensive 

and adaptive regulatory and ethical framework to address the challenges posed by AI technology, 

including personal data protection, legal liability, and mitigating its social impacts. Policy recom-

mendations resulting from this study are expected to support the development of responsible and 

sustainable AI in Indonesia. 
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INTRODUCTION 

The development of artificial intelligence (AI) technology has become one of the most 

significant innovations in recent decades. This technology offers tremendous potential to transform 

various aspects of human life, from the economic sector, health, education, to national security. On 

the one hand, AI has made a major contribution to increasing efficiency and productivity in various 

sectors, as well as offering innovative solutions to complex problems. However, on the other hand, 

the development and application of AI also raises various legal and ethical challenges that must be 

addressed immediately. 

The rapid development of AI has raised concerns about the impact of this technology on 

privacy, security, and human rights. One of the most prominent issues is how AI can be used to collect 

and analyze personal data en masse, which can threaten individual privacy. Facial recognition 

technology, for example, while very useful in various security applications, can also be misused to 

spy on individuals without their consent. In addition, there are concerns that AI can be used for 

unethical purposes, such as algorithmic discrimination, where decisions made by AI systems can 

contain biases that disadvantage certain groups in society (Smith, 2020). 

In the legal context, the main challenge faced is how to formulate regulations that are able to 

keep up with the rapid development of AI. Current laws are often considered inadequate to regulate 

the increasingly complex use of AI. For example, in many countries, including Indonesia, regulations 

related to data privacy do not fully cover the use of AI in data processing. In addition, there are also 

concerns about legal liability in cases where AI causes harm. Who should be held responsible if an 
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autonomous vehicle controlled by AI is involved in an accident? This question becomes increasingly 

relevant as more and more AI-based products and services enter the market (Goodman, 2016). 

On the ethical side, the development of AI also raises questions about the long-term impact of 

this technology on society. One of the most critical ethical issues is the impact of AI on employment. 

While AI can increase efficiency and productivity, there are concerns that this technology can also 

replace human jobs, especially in labor-intensive sectors. This could lead to increased unemployment 

and economic inequality, which in turn could lead to social tensions. In addition, there is the issue of 

how AI can be used ethically in a military context. The use of AI in autonomous weapons systems, 

for example, raises concerns about potential violations of international humanitarian law and human 

rights (Bostrom, 2014). 

In Indonesia, attention to legal and ethical issues in AI development is still relatively new. 

However, as this technology continues to develop in various sectors, the need to develop an 

appropriate legal and ethical framework is becoming increasingly urgent. The Indonesian 

government, through various institutions such as the Ministry of Communication and Information 

(Kominfo) and the National Cyber and Crypto Agency (BSSN), has begun to formulate policies 

related to the use of digital technology, including AI. However, current regulations are still limited to 

certain aspects, such as data protection and cybersecurity, and do not specifically regulate AI 

(Kominfo, 2021). 

This research will examine the legal and ethical issues that arise in the development and 

implementation of AI in Indonesia, and explore how regulations and policies can be developed to 

address these challenges. The main focus of this research is on two aspects: first, the legal challenges 

in formulating effective regulations for AI, including legal liability and data protection; second, the 

ethical issues related to the use of AI, especially its impact on privacy, employment, and human rights. 

By analyzing the latest developments in the field of AI law and ethics, this research is expected to 

provide recommendations that can be used by policymakers, researchers, and practitioners in 

Indonesia to develop a comprehensive regulatory and ethical framework that is responsive to the 

challenges presented by AI technology. 

To ensure that the development of AI in Indonesia can provide maximum benefits without 

sacrificing human values, it is imperative for the government and society to engage in deeper 

discussions about the legal and ethical implications of this technology. One important step that needs 

to be taken is to increase legal and ethical literacy among AI developers and users, as well as 

strengthen cooperation between the public and private sectors in formulating balanced policies. In 

addition, further research is needed to understand the long-term impacts of AI on Indonesian society, 

including how this technology can be responsibly integrated into various aspects of life without 

neglecting the rights of individuals and vulnerable groups. 

 

 

METHOD 

This study uses a normative-juridical method with an analytical-critical approach to examine 

legal and ethical issues in the development of artificial intelligence (AI) technology in Indonesia. The 

normative-juridical method was chosen because this study focuses on the analysis of applicable laws 

and regulations, relevant legal principles, and the study of legal doctrines related to the application 
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and development of AI. The analytical-critical approach will be used to evaluate the effectiveness of 

existing regulations and to identify potential legal loopholes and ethical challenges faced in the 

development of AI. 

The data used in this study consists of secondary data obtained from various legal sources, 

including laws, government regulations, presidential decrees, as well as academic literature, journal 

articles, and other related publications. Some of the main regulations that will be analyzed include 

Law Number 11 of 2008 concerning Electronic Information and Transactions (UU ITE) and its 

amendments, as well as policies issued by the Ministry of Communication and Informatics (Kominfo) 

regarding the use and development of AI technology in Indonesia (Kominfo, 2021). 

A comparative approach will also be used to compare AI regulations and policies in Indonesia 

with other countries that are more advanced in AI regulation, such as the European Union with its 

General Data Protection Regulation (GDPR) and the United States with various regulations related 

to privacy and legal responsibilities in AI development. Through this comparative analysis, the study 

will identify best practices that can be adopted by Indonesia to address legal and ethical challenges 

in AI development (Goodman, 2016). 

In addition to the normative approach, this study also uses an ethical approach to examine the 

social and moral impacts of AI development. This approach will involve a critical analysis of ethical 

issues arising from the application of AI, such as algorithmic discrimination, privacy, and the impact 

of AI on employment. Data obtained from the literature review will be analyzed qualitatively to 

identify ethical principles that can be used as a guide in developing AI policies and regulations in 

Indonesia (Bostrom, 2014). 

Data analysis will be conducted by combining legal and ethical approaches to provide a 

comprehensive picture of the challenges and opportunities presented by AI technology. The results 

of this analysis are expected to provide a meaningful contribution to the development of an AI 

regulatory and ethical framework that is responsive to the needs of society and technological 

developments. In addition, this study also aims to provide recommendations that can be used by 

policy makers, researchers, and practitioners in Indonesia in formulating balanced and effective 

policies and regulations in managing the development of AI. 

 

 

RESULTS AND DISCUSSION 

Legal Challenges in Formulating Artificial Intelligence Regulations in Indonesia 

The development of artificial intelligence (AI) in Indonesia has provided many benefits, but also 

poses significant challenges in terms of regulation. These challenges cover a variety of aspects, 

including personal data protection, legal liability, and legal certainty in the use and development of 

AI technology. Given that AI is a rapidly evolving technology, existing regulations are often lagging 

behind and have not been able to address all emerging issues. This discussion will explore the main 

challenges faced by policymakers in Indonesia in formulating effective regulations for AI. 

One of the biggest challenges in AI regulation is the protection of personal data. AI, especially 

those based on machine learning, requires large amounts of data to train and operate. The data used 

often includes highly sensitive personal information, such as identity, preferences, and individual 

behavioral patterns. In Indonesia, Law Number 11 of 2008 concerning Electronic Information and 
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Transactions (UU ITE) and its amendments have regulated data protection, but have not specifically 

regulated data processing by AI (Kominfo, 2021). 

The absence of specific regulations on AI creates legal loopholes that can be exploited by 

irresponsible parties. For example, the development of facial recognition technology powered by AI 

can be used to track individuals without their knowledge or consent. In this context, the protection of 

personal data becomes very crucial because AI can process and analyze data in much larger amounts 

and faster than traditional systems. This increases the risk of privacy violations that can significantly 

harm individuals (Goodman, 2016). 

Existing regulations also often do not include adequate oversight mechanisms to ensure that 

personal data is used in accordance with legal provisions. In some countries, such as the European 

Union with its General Data Protection Regulation (GDPR), regulations have evolved to 

accommodate the challenges presented by AI. The GDPR, for example, gives individuals the right to 

know and control how their data is used by AI systems. However, in Indonesia, comparable 

regulations do not yet exist, creating legal uncertainty for companies seeking to develop or use AI in 

Indonesia (GDPR, 2018). 

Another significant challenge in AI regulation is the issue of legal liability. AI has the ability to 

make autonomous decisions, which can sometimes cause harm to third parties. For example, if an 

autonomous vehicle controlled by AI is involved in an accident, the question is who should be held 

liable: the vehicle owner, the vehicle manufacturer, or the AI software developer? This question 

becomes increasingly difficult to answer due to the complex and often opaque nature of AI (Smith, 

2020). 

In Indonesia, existing laws do not specifically regulate liability in cases involving AI. Law Number 

8 of 1999 concerning Consumer Protection, for example, provides protection to consumers from 

defective or dangerous products. However, this law does not accommodate situations where losses 

are caused by decisions taken by AI systems. This creates legal uncertainty that can hamper 

innovation in the AI sector because companies may be reluctant to take risks without clear legal 

certainty (Wright, 2019). 

In addition, there is also the question of how AI that does not have a legal entity or self-awareness 

can be regulated within the traditional legal framework that usually assumes that all parties involved 

in a dispute are recognized legal entities. In some cases, this can lead to a situation where no party 

can be held accountable, which is certainly unfair to the victim. Therefore, it is necessary to develop 

a new legal framework that can accommodate the unique nature of AI and provide legal certainty for 

all parties involved (Bostrom, 2014). 

Legal certainty is an important prerequisite for innovation, especially in fast-evolving technology 

such as AI. Without legal certainty, companies and individuals may hesitate to invest in AI 

development for fear of unforeseen legal risks. In Indonesia, existing regulations often fail to keep up 

with rapid technological developments, creating an unstable environment for innovation. 

For example, in developing AI for the financial sector, companies may face challenges in ensuring 

that their systems comply with all existing regulations, especially those related to data privacy and 

cybersecurity. The lack of clear and unified regulations leaves companies guessing about what is 

allowed and what is not, which can hinder innovation. Therefore, there is an urgent need to formulate 

regulations that are more proactive and adaptive to the development of AI technology, thus creating 

an environment that is conducive to innovation while still protecting the public interest (Kominfo, 

2021). 
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In addition, there are also challenges in harmonizing AI regulations with international standards. 

Globalization and rapid technological developments demand standards that are in line with 

international practices, including in the protection of individual rights and dispute resolution 

mechanisms. Indonesia needs to develop regulations that are not only locally relevant but also 

compatible with global standards, so that it can compete in the international market and attract foreign 

investment in the technology sector (Rahmawati, 2020). 

To overcome these challenges, several recommendations can be considered. First, Indonesia needs 

to develop specific regulations that govern the use and development of AI, with a focus on personal 

data protection, legal responsibility, and transparency. These regulations must be designed in such a 

way that they can adapt to rapid technological developments and provide legal certainty for all parties 

involved. 

Second, there needs to be a stronger oversight mechanism to ensure that personal data is used 

ethically and legally. This could include the creation of an independent regulatory body tasked with 

monitoring the use of AI in the public and private sectors, and imposing strict sanctions for violations. 

Third, Indonesia needs to strengthen international cooperation in developing AI regulations, 

especially in terms of harmonizing standards and best practices. By following international standards, 

Indonesia can not only improve protection for its citizens but also increase competitiveness in the 

global market. 

Fourth, increasing legal and ethical literacy among AI developers and users is also very important. 

Governments, academics, and industry need to work together to ensure that all parties involved in AI 

development understand the legal and ethical implications of this technology, so that they can develop 

and apply AI in a responsible manner. 

 

Ethical Issues in Artificial Intelligence Development 

Along with the rapid development of artificial intelligence (AI) technology, various ethical 

challenges have emerged that require serious attention. AI technology offers great potential for human 

progress in various fields, but also poses significant ethical risks, such as algorithmic discrimination, 

impacts on employment, and the use of AI for purposes that violate human rights. This discussion 

will explore some of the key ethical issues related to the development and application of AI, and their 

implications for Indonesian society. 

One of the most prominent ethical issues in AI development is the risk of algorithmic 

discrimination. AI algorithms, trained on historical data, can inadvertently replicate the biases 

inherent in that data. For example, if the data used to train the AI contains gender or racial bias, the 

resulting AI is likely to make decisions that are also biased. This can happen in a variety of contexts, 

such as job selection, credit scoring, and law enforcement (O'Neil, 2016). 

In Indonesia, algorithmic discrimination can be a serious issue given the ethnic, cultural, and 

religious diversity that exists. If not handled carefully, the use of biased AI can exacerbate existing 

inequities in society. For example, algorithms used to determine creditworthiness can discriminate 

against certain groups if the training data used does not reflect the diversity that exists in Indonesia. 

This can reinforce existing economic and social inequities, as well as have widespread negative 

impacts (Friedman & Nissenbaum, 1996). 

To address these issues, it is important for AI developers to ensure that the data used in training 

algorithms is free from bias and reflects the diversity of the population. In addition, there needs to be 

transparency in how AI makes decisions, so that existing biases can be identified and corrected. 
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Several countries have begun developing regulations that require algorithm audits to ensure that AI 

does not discriminate, and Indonesia should consider similar steps (Raji et al., 2020). 

Another important ethical issue is the impact of AI on employment. While AI has the potential to 

increase efficiency and productivity, there are growing concerns that AI could also replace human 

jobs, especially in labor-intensive sectors. In Indonesia, where most of the workforce still works in 

the informal and manufacturing sectors, job replacement by AI could have significant social impacts 

(Brynjolfsson & McAfee, 2014). 

One relevant example is the use of AI in industrial automation. In factories, AI can be used to 

automate production processes, which can increase efficiency and reduce operational costs. However, 

this also means that jobs previously done by humans, such as those on production lines, can be 

replaced by machines controlled by AI. As a result, thousands of workers may lose their jobs and find 

it difficult to find new jobs, especially if they do not have the skills that match the needs of the industry 

in the future (Autor, 2015). 

In addition, AI also has the potential to replace jobs in the service sector, such as customer service, 

data analysis, and even professions such as law and medicine. While AI can help improve the quality 

of service by providing faster and more accurate analysis, it can also reduce the need for human labor 

in these sectors. In the long run, this could worsen economic inequality, where those who are highly 

skilled and trained in technology will benefit more, while those whose skills are replaced by AI will 

be left further behind (Susskind & Susskind, 2015). 

To address these challenges, proactive policies are needed from the government to ensure that the 

impact of AI on employment can be managed properly. This could include reskilling and upskilling 

programs for workers affected by automation. In addition, the government also needs to encourage 

the development of AI that supports the creation of new jobs, for example through new technology 

sectors that require different skills than those currently available (WEF, 2020). 

The growing use of AI also raises concerns about privacy and surveillance. AI, especially as used 

in big data analytics, has the ability to collect, store, and analyze vast amounts of personal data. This 

poses significant privacy risks, especially if the data is used without the consent or knowledge of the 

individual concerned (Zuboff, 2019). 

In Indonesia, regulations related to personal data protection are still under development. Although 

the ITE Law and several other regulations have regulated data protection, these regulations do not 

fully cover the challenges presented by AI technology. For example, in the case of facial recognition 

or location tracking, AI can be used to monitor individual activities in real time, which can violate 

their privacy rights. This becomes even more worrying if the data collected by AI is misused by 

irresponsible parties (Kominfo, 2021). 

To address these issues, stricter regulation of data collection, storage, and use by AI is needed. In 

addition, transparency in how AI collects and uses data is also important to ensure that individuals’ 

privacy rights are protected. Governments and companies should work together to develop ethical 

frameworks that ensure that AI is used in a way that respects individuals’ rights, and that there are 

clear mechanisms to protect personal data from misuse (Floridi & Taddeo, 2016). 

One of the most controversial ethical issues is the use of AI in the context of military and mass 

surveillance. AI has the potential to be used in the development of autonomous weapons and 

surveillance systems that can monitor populations on a large scale. This poses serious risks to human 

rights and international humanitarian law (Asaro, 2008). 

The use of AI in autonomous weapons, for example, raises serious questions about responsibility 

in armed conflict. If an AI-controlled autonomous weapon makes a mistake or causes unintentional 
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harm, who should be held responsible? Furthermore, there are concerns that the use of autonomous 

weapons could lower the threshold for entering into armed conflict, as warfare could be waged with 

less risk to the party operating the weapon (UNIDIR, 2020). 

In addition, AI used for mass surveillance also poses risks to civil liberties. In some countries, AI 

has been used to monitor individuals’ communications, movements, and behavior, which can be used 

by governments to suppress political opposition or control populations. This poses a major challenge 

for countries seeking to balance national security with the civil rights of their citizens (Feldstein, 

2019). 

To address the ethical challenges presented by AI, several steps can be taken. First, there needs to 

be a clear ethical framework that governs the development and use of AI in Indonesia. This 

framework should include principles such as fairness, transparency, accountability, and protection of 

human rights. 

Second, education and training on AI ethics must be strengthened, both among developers and 

users of AI. This is essential to ensure that AI is developed and used in a responsible and sustainable 

manner. 

Third, government and industry should work together to create a regulatory environment that 

encourages innovation while safeguarding the public interest. This could include developing an 

industry code of conduct for AI, ethical audits for AI systems, and public participation in decision-

making about the use of AI (Floridi et al., 2018). With these steps, Indonesia can harness the potential 

of AI for social and economic good while minimizing the ethical risks that may arise. 

 

 

CONCLUSION 

The development of artificial intelligence (AI) offers tremendous potential to increase efficiency, 

productivity, and innovation in various sectors in Indonesia. However, along with the advancement 

of this technology, significant challenges related to regulation and ethics have emerged that must be 

addressed immediately. This research has examined two main aspects: the legal challenges in 

formulating AI regulations, and the ethical issues that arise from the application of this technology. 

In terms of regulation, Indonesia faces challenges in adapting existing laws to the rapid 

development of AI. Regulations related to personal data protection, legal liability, and legal certainty 

still need to be refined to accommodate the needs arising from AI technology. The absence of specific 

regulations governing AI creates legal loopholes that have the potential to harm individuals and 

hinder innovation. Therefore, it is important for the government to formulate adaptive and proactive 

regulations, taking into account international best practices, in order to create a legal environment 

that is conducive to the development of AI in Indonesia. 

On the ethical side, the use of AI raises a number of critical issues such as algorithmic 

discrimination, employment impacts, privacy, and the use of AI in a military context. The risks of 

algorithmic discrimination and mass surveillance require ethical audits and transparency in the use of 

AI, while the employment impacts of AI require effective reskilling and upskilling policies. In 

addition, the use of AI in a military context requires special attention to ensure that the technology is 

used in a manner that respects human rights and international law. 

As a recommendation, Indonesia needs to develop a comprehensive legal and ethical framework, 

which focuses not only on regulating technology but also on protecting individual rights. The 

government should strengthen existing regulations, introduce relevant new standards, and encourage 

collaboration between the public and private sectors to ensure that AI is developed and implemented 
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in a responsible manner. Education and awareness of AI ethics also need to be improved among 

developers, policymakers, and the wider community. With this balanced approach, Indonesia can 

optimally utilize the potential of AI while minimizing the risks that may arise. 
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